Abstract

人間の注釈なしに巧妙に設計された口実タスクを通じて特徴表現を学習することを目的とした自己監視学習（SlfSL）は、過去数年間で説得力のある進歩を遂げました。ごく最近、SlfSLは、ラベルなしデータを利用する新しいパラダイムを提供するため、半教師あり学習（SemSL）の有望なソリューションとしても認識されています。この作業では、SlfSLとSemSLの結合を提案することにより、この方向性をさらに探ります。私たちの洞察は、SemSLの予測ターゲットは、SlfSLターゲットの予測子の潜在要素としてモデル化できるということです。潜在的要因を限界化することは、当然、これら2つの学習プロセスの予測ターゲットを結合する新しい定式化を導き出します。シンプルだが効果的なSlfSLアプローチ（回転角度予測）を通じてこのアイデアを実装することにより、条件付き回転角度推定（CRAE）と呼ばれる新しいSemSLアプローチを作成します。具体的には、CRAEは、候補画像クラスで条件付けられた画像回転角度を予測するモジュールを採用することによって特徴付けられます。実験的評価を通じて、CRAEがSlfSLとSemSLを組み合わせる他の既存の方法より優れたパフォーマンスを達成することを示します。 CRAEをさらに後押しするために、基本的なCRAEでSemSLターゲットとSlfSLターゲット間の結合を強化する2つの拡張機能を提案します。これにより、最先端のSemSLパフォーマンスを実現できるCRAE手法が改善されることを示しています。

Intro

ディープラーニングの最近の成功は、主に大量のラベル付きデータの可用性に起因しています。ただし、高品質のラベルを取得するには、非常に費用と時間がかかります。したがって、簡単にアクセスできるラベルのないデータを活用できる方法は、非常に魅力的になります。半教師あり学習（SemSL）と自己教師あり学習（SlfSL）は、大量のラベルなしデータを効果的に利用して予測モデルに改善をもたらすことができる2つの学習パラダイムです。

　SemSLは、トレーニングデータのごく一部に注釈が付けられていることを前提としています。研究課題は、ラベルなしのトレーニングデータを使用して、より優れた予測モデルを構築するための追加の教師信号（supervised learning）を生成する方法です。過去数年間、ディープラーニングのコンテキストでさまざまなSemSLアプローチが開発されてきました。現在の最先端の方法、例えばMixMatch [2]、教師なしデータ拡張[11]、は、複数のSemSL技術を組み合わせる戦略に収束します。 IIモデル[10]、平均教師[18]、混合[21]。これらは過去の文献で成功していることが証明されています。

　SlfSLは、人間の注釈なしで表現を学習するというより野心的な目標を目指しています。 SlfSLの重要な前提は、データ自体から簡単に導き出すことができる適切に設計されたプリテキスト予測タスクが、優れた機能表現をトレーニングするための十分な教師信号を提供できることです。標準設定では、特徴学習プロセスは下流のタスクを認識せず、学習された特徴がさまざまな認識タスクに役立つことが期待されています。 SlfSLは、ラベルのないデータを使用する、つまり機能トレーニングに使用するという新しいパラダイムを提案するため、SemSLに新しい可能性を提供します。最近の研究[20]は、この方向に大きな可能性を示しています。

　この研究は、SlfSLとSemSLの結合を提案することにより、この方向性をさらに前進させます。重要なアイデアは、SemSLの予測ターゲットが、SlfSLアプローチの口実ターゲットを予測する過程で潜在要素として機能する可能性があるということです。これらの2つの学習プロセスの予測ターゲット間の接続は、潜在要素の周辺化によって確立できます。これは、SemSLの新しい方法も意味します。具体的には、画像認識のために最近提案されたSlfSLアプローチである回転角推定[5]を拡張することでこのアイデアを実装します。この方法の重要なコンポーネントは、入力画像のクラスで条件付けされた回転角を推定するモジュールです。したがって、この方法を条件付き回転角度推定（CRAE）と呼びます。 SemSLとSlfSLの予測タスクの相互依存性をさらに促進するために、2つの拡張を提案します。もう1つは、回転推定タスクを変更して、クラス情報を使用せずに回転角度を推測することの難易度を高め、全体的な損失の最小化を画像クラスの正しい推定により依存させるようにします。